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Abstract

Information today is often distributed among many different system within a complex
IT environment. Using this information for creating knowledge organization systems and
services thus involves using this distributed information and re-purposing it within new
applications. The current trend in Web technologies to build systems not in a mono-
lithic fashion, but rather intended as building blocks within a constantly evolving and
unplanned landscape of information processing agents. This approach can be used as a
foundation for building Knowledge Organization Mashups. We investigate the possibili-
ties and challenges of this type of application, and as a case study describe a service for
managing bibliographic metadata.
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1 Introduction

Knowledge is as much about facts and their categorization as it is about making connections
between facts which lead to interesting and useful new perspectives on facts. Following the
trend towards opening up Web-based systems not only to users but also to other systems,
we discuss what we call Knowledge Organization Mashups, a term derived from the Web
trend of mashups, which are Web applications using and recombining information from other
applications.

In a way, knowledge organization systems and mashups could be regarded as something
rather different, because knowledge organization systems often use a complex and highly
specialized data model, while mashups often are based on putting together rather simple
building blocks of information extracted from various sources.

On the other hand, there is a close connection between knowledge organization systems
and and the idea of mashups, because the goal of both approaches is to provide a useful
service by combining information that has previously been unconnected. In the first case,
the approach is build a complex system for doing this, while in the second case, the idea is
to create an environment where components can evolve based on new ideas for recombining
them.

In this paper we concentrate on the synergy between the two fields, elaborating on how
knowledge organization mashups could be built, why they are a useful approach to tackle the
ever-growing complexity of today’s IT systems, and presenting a case study of a system which
has been built based on the ideas presented here.

2 Mashups

The Web is the biggest information system ever built, and some claim it is also the greatest
information system ever built. At least, it is a proof of the fact that very complex information
systems can be built, and it may also be a proof of the fact that systems of such magnitude
can only exist if there is room for evolution. One of the critical success factors of the Web
is its architecture [13], which is built on top of very few and basic principles, and apart
from that leaves a lot of room for new developments and unforeseen combinations of existing
technologies.

One of the fundamental properties of the Web is that once information is made available,
it can be reused not only by a browser for rendering a Web page, but also by machines for any
other purpose. While this principle has caused many legal (for example, lawsuits about “deep
linking”) and technical (for example, Web sites being overloaded by crawlers) problems, the
benefits of this property far outweigh the problems. Legal problems have been tackled by
updated laws or by simply better configuring the Web servers, so that misuse is prohibited
through technical measures. Most Web sites today are grateful to be crawled and thus to
become part of a search engine index, and if they really prefer not to be crawled, the robot
exclusion protocol can be used.

Many recent trends in Web technology have been summarized under the term Web 2.0,
which does not define or identify anything specific. One of these trends is an increasing
amount of mashups (sometime also referred to as Web application hybrid) being built. The
reason for this that an increasing amount of information is available on the Web, and more
importantly, the amount of content (as opposed to HTML-encoded presentation information)
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has been growing rapidly. This makes it much easier to reuse information, because using
information encoded in XML [5] is much easier than retrieving HTML and then trying to
extract the content from it.

While the availability of content has been one of the driving factors for the popularity
of mashups, so is the availability of technologies and tools to develop applications based on
this content. Most content is available in XML, but even though XML is easy to understand,
tools are required to efficiently process this content. In general, tools for processing XML
have become standard building blocks of many application development environments, the
most basic building blocks being APIs for accessing XML such as DOM [16] and XSLT [14]
as a dedicated programming language for transforming XML.

On the Web-specific side, trends such as Asynchronous JavaScript and XML (AJAX)
allow the dynamic access to any XML-based data source out of standard Web applications.
They even allow the dynamic refreshing of content in response to user interactions, which
breaks the traditional limitations of static Web pages only being reloaded on refresh or link
traversals.

To summarize, mashups are a way to reuse the increasing amount of information being
available on the Web; as well as a trend for supporting tools and technologies to make appli-
cation development in this environment easy. Apart from these technological issues, it is also
important to see mashups as a new class of applications, breaking the traditional approach
of standalone or closely-coupled distributed systems. Mashups are loosely coupled distrib-
uted systems. They are loosely coupled to the extreme, in a way where the developers of
the individual components do not know each other and possibly do not even know that their
application is being used as a component by another application. Naturally, this includes the
risk of breaking applications, but in an environment where mashups provide an added value,
out of mutual interest some kind of coordination will happen which prevents these systems
from collapsing.

Mashups can be compared to a distributed system architecture often called an Information
Bus [18]. Mashups are less planned and coordinated than Information Bus systems, and thus
are more dynamic in their development and evolution, and less robust against changes of
components. Interestingly, the four core design principles of the Information Bus architecture
(core communication protocols have minimal semantics, objects are self-describing, types can
be dynamically defined, and communication is anonymous) also apply to the current Web
architecture and mashups as a typical example of applications being used in this environment.

3 Knowledge Services

In any complex environment, it is unlikely that it is possible to design and build one unified
knowledge organization system or service which will satisfy all requirements and thus be used
by all people. Instead, systems and services often evolve out of practical needs or are simply
realized in a certain way for historical reasons. Instead of approaching such a fragmented
and heterogeneous landscape with the goal to unify it and create one self-contained system
containing all the information, the more practical approach is to let the systems evolve, and
then provide the means to use them easily to create new and useful services.
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3.1 Knowledge Service Evolution

One of the most interesting and challenging facets about knowledge is that it is constantly
changing, and that any formalization of knowledge and facts will be obsoleted at some point
in time. This always was and still is a huge challenge for the knowledge formalization commu-
nity, and in almost all productive systems using knowledge organization techniques, a static
ontology is assumed. Many ontology models allow growing ontologies, but in most cases this
in only allowed in a monotonic fashion, so that no older data can be invalidated by ontology
extensions.

The bigger a knowledge organization systems and the underlying formalization is, the less
likely it is that it will be completely re-designed to better adapt to the knowledge which may
have changed since the system was built. As with any complex and monolithic IT system, the
tendency to keep this system and slightly adapt it to new requirements is much bigger than
with more agile and flexible component-based systems, where individual components can be
replaced and updated much easier.

So we propose that the mashup model presented in Section 2 also could be a benefi-
cial approach for building knowledge systems and services, and the implications of this are
discussed in detail in Section 4. One of the main challenges of such an approach is the ques-
tion how to coordinate the evolution of knowledge services in the sense that there is some
shared understanding of the different domains covered by the different components. Differ-
ent approaches to solve this problem have been presented, for example one being called the
Knowledge Bus [19], in an analogy to the Information Bus mentioned in Section 2. However,
many of the approaches assume that there is a common and shared ontology, and this may
not be the case in a scenario where evolution is left to its own devices.

Another possible way to go is the adoption of Semantic Web technologies, which are based
on the assumption that different applications use the same model for representing semantics,
but without the need to have one unified model encompassing all application models.

3.2 Semantic Web Technologies

The Semantic Web was a vision initially developed [2] to enable machine-readable data being
available on the Web. The approach was very Web-like: Develop a technology to make this
possible, and then applications will be built on top of this and further developments can be
made. The basic idea of the Semantic Web is that resources on the Web are described using
RDF [15], and that these descriptions are based on ontologies in languages such as RDF
Schema [6] or the newer and more powerful language OWL [21].

One of the key features of Semantic Web technologies is their ability to provide a level
of abstraction that is ideally suited for the information required in knowledge organization
systems. While the exact format and structure of data being provided by different services
or applications may differ, the semantic description of the data makes it possible to encode
the fact that the underlying meaning is the same. Thus, applications being built on top of
Semantic Web technologies can be more robust against changes in the data structures, or
they can detect when the data structures have remained the same, but the semantics have
changed.

This kind of ideal scenario assumes that the information provided by components in a
heterogeneous IT infrastructure is marked up semantically. While this would be a very good
starting point for building knowledge organization systems based on these components, in
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reality only very few services today provide semantic information. Most services provide data
structures encoded in XML, and the element and attribute names may carry some semantics,
but often this is only a fraction of what would be required to fully understand a component’s
interface.

The Semantic Web is a vision that will only slowly become a ubiquitous reality. But
only if existing applications based on Semantic Web applications are convincing examples
of what added value can be provided, and technologies and tools are available to build new
applications, will the Semantic Web become a success story. Today, working with Semantic
Web technologies is much harder than working with XML technologies, and therefore only
few applications outside of the research world are built using Semantic Web technologies.

The idea of mashups presented in Section 2 is based on the assumption that components
which can be recombined to build new services are easily usable and easy to understand. At
the current state of technology this means that services should provide a rather simple, XML-
based interface, which can be used by anybody familiar with XML technologies. Optionally,
Semantic Web technologies could be used to complement the XML data with semantic infor-
mation, but the service should be designed in a way which makes it usable without relying
on the semantic information.

This principle of being thoughtful about “näıve” users even if advanced technologies are
being used is essential for supporting the evolution of knowledge service mashups, because it
lowers the barrier-to-entry. Section 4 investigates the different facets of this design principle
in more detail.

4 Towards Knowledge Organization Mashups

Since we propose to view the evolution of a set of knowledge organization systems and services
as a realistic goal, the question is how this evolution can be planned or at least supported. By
definition, an evolutionary process can never be fully planned, and promising development
paths will sometimes turn out to be dead ends, and vice versa. However, when thinking about
knowledge organization in large organizations, it is possible to influence the environment in a
way which will be more or less supportive to the evolution of knowledge organization mashups.
The following section review the possibilities to support this evolution from a technical, design,
and organizational perspective.

4.1 Technical Issues

IT systems in large organizations tend to develop in a rather uncontrolled way, depending
on how critical the IT systems are and how big the organization’s interest is to be able
to interconnect all components. In commercial organizations depending heavily on the IT
infrastructure, strict guidelines are enforced for the development of every new component.
For example, in many banks the complete IT infrastructure has been built around CORBA
as the middleware for distributed systems. Such a decision ensures the development of a
homogeneous service landscape, but also makes the development of new components very
expensive and the migration of individual components to other technological foundations
impossible. Newer approaches such as Service Oriented Architectures (SOA) will avoid some
of the costs associated with complex middleware infrastructures, but still they require a lot
of internal standardization to manage the set of services.
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In other organizations where the IT systems are not only mission critical resources, but also
used for additional purposes, the rules for the development of this landscape can be relaxed.
In universities, for example, there are usually some core services such as human resource
management and the management of teaching and research activities. However, there are
also many supplementary systems and services which do not belong to the indispensable core
of the IT landscape, but instead are being created and managed by individuals and groups
within the university.

We propose to establish a set of guidelines for developing these systems and services in a
way which makes them accessible for other users within the organization. These guidelines
have to be concise and easy to follow, otherwise people will simply ignore them. Ideally, there
should be some way of supporting or even rewarding people following these guidelines, for
example with introductory courses, toolboxes, help desks, and directories where these services
are being listed. The following points are the essence of what these guidelines should define:

• Data Model: A system or a service should have a well-defined and well-documented
data model. The exact form of the data model and the exact form of documentation is
up to the developers, but there must be some minimal way for users of the system or
service to understand the semantics of the data and operation being implemented by
the system.

• Data Format: In addition to the data model, there should be a well-defined mapping to
a data format, which can be used to interact with the system. Ideally, this data format
should be based on XML and described by some schema, the XML Schema [23, 3]
language should be the preferred language for doing this (of course, some data should
not be structured using XML but instead use dedicated binary structures, for example
non-textual media content such as pictures, audio, or video).

The data format should be “well-designed XML”, which means that it should be de-
signed in a way that it can be used by others using basic XML technologies. This is an
important point because many systems internally use some data model which is then
simply mapped to an XML format by using some export functionality of the data mod-
eling software being used. Typical examples of this are XML Schemas generated from
UML models. While these XML Schemas are technically correct and make it possible
to exchange information via XML, it is often very hard to use this data for anything
else than re-importing it into the UML-based environment through generated import
code.

The question of how to align data models and “well-designed XML” (which may require
some human intervention rather than being generated automatically from some data
model) is an unsolved question so far [27], so while the guidelines here ask for an ideal
co-existence and co-evolution of a data model and the associated XML schema, this
cannot be easily achieved with today’s technologies and tools.

Another format worth mentioning here is RDF, which also could serve as a data format
for some data model. Even though RDF’s XML syntax is a well-designed XML format,
it is not easy to access using basic XML technologies, so it should not be considered
a good candidate as a data format (see also Section 3.2 for more information about
Semantic Web technologies).
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• Data Access: Apart from making data models accessible through an easy-to-use data
format, there also must be access to the data in simple way. The generally accepted
protocol for accessing data today is HTTP [10], which has gained its popularity as the
access protocol of the Web. In the simplest form, HTTP can be used to implement
so-called HTTP Web Services, which are services which are accessed through simple
HTTP GET or POST requests and then send back XML as the result of the request.

For more complex and more formally modeled Web services, the SOAP [12] protocol
can be used. In this case, the transport protocol still is HTTP, but the provided services
are described using WSDL [7], which defines the interfaces in terms of XML Schemas for
input and output data. The data is then being sent using SOAP XML, which contains
service-specific XML. While SOAP provides a more powerful environment for describing
and implementing Web services, it also adds a layer of complexity, and generating and
processing SOAP XML without the support of a SOAP toolbox is a tedious task.

These guidelines do not really prescribe and specific technology (apart from XML and
HTTP), but they put the focus on the simplicity of services. The simpler a service is designed,
the easier it is for other to use this service and integrate it as a component into a new service.

For example, if a service produces well-designed XML, then it is a fairly easy task to use
XSLT to process this XML and extract the required information. If the service produces
XML described by an XML Schema, this processing can be even done in a type-oriented way,
which facilitates the processing even further. If, on the other hand, the XML that is being
produced has been generated from some underlying data model which is poorly documented,
processing it can be cumbersome or almost impossible.

The general question of how XML has to be interpreted to be understood by users is a
yet unsolved question, and thus these guidelines can give no definitive answer. The Semantic
Web provides one possible solution to this problem, and one possibility to merge “plain” XML
and Semantic Web descriptions would be to define a mapping of the XML to RDF [22]. This
would on the one hand enable “näıve” users to use the XML, and Semantic Web users could
transform it into RDF. However, how this transformation could be derived from a data model
which is not necessarily using RDF as its foundation is an open question.

As pointed out in Section 3.2, ideally Semantic Web technologies could serve as the foun-
dation of the technical guidelines presented here. Currently, however, the state of technology
and tools make it more advisable to rely on XML as the foundation. For example, while XSLT
and the upcoming XQuery [4] language are advanced and widely supported technologies for
extracting data from XML, the RDF equivalent SPARQL [20] is not very widely implemented,
and only very few application developers have any experience with it.

The technical guidelines presented here are just a simple outline of which principles and
technologies should be used for exposing a service inside an organization. The amount of
regulation that is appropriate for implementing these guidelines inside an organization de-
pends on the freedom that the development of services should have. Less stringent rules will
produce more services but result in less homogeneity, while more stringent rules will stifle
the realization of some good ideas, but the remaining services will be more homogeneous and
thus easier to use.
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Figure 1: Different Input/Output Types of Components

4.2 Design Issues

The technical guidelines described in the previous section provide some guidance to how
services should be implemented. In addition to these technical guidelines, it is also important
how services are being designed. It is possible to expose the same functionality of a service
in very different ways, and this has important consequences for the ways in which a service
can be reused as a component.

One example for this is the OpenURL [1] standard, which specifies how to encode metadata
in the query string of a URI. Many libraries provide OpenURL access to their catalog, in the
sense that anybody may access the OpenURL server with a request for catalog data. However,
in most cases the result is only provided as an HTML page, which means that the OpenURL
service can be used as a convenient entry point into a library’s catalog, but it cannot be used
as a component of another service. In such a case, the OpenURL service can be referred to
in the user interface of a new service (simply by generating OpenURL links), but its results
cannot be integrated into a new service.

This is one of the basic question of how hypermedia systems should be designed: Whether
existing services should be accessible through different interfaces, or whether there should
be only one interface for each service. In the context of mashups, where services are being
recombined, this question must be answered in the way that services should be reusable in the
context of other services, allowing the filtering, processing and extension of the data provided
by the embedded service.

The question of how services should be designed to provide the best reusability is an
important one, and Figure 1 provides an overview of some of the possible technologies for
deciding how input and output of a service should be implemented.

The question of how to implement the input side of a service (i.e., the question of how to
send requests) should be decided based on the complexity. For simple services, a HTTP Web
Service based on URL-encoding the input parameters is usually sufficient. For more complex
parameters (typically, anything that is structured and cannot be easily represented in the
string-based form required by URL-encoding), it usually makes more sense to provide the
parameters as body part of the HTTP request. A good example for this are HTML forms:
While simple forms can be implemented using URL-encoding the parameters in HTTP GET
requests, more advanced forms containing complex parameters such as file contents must be
implemented using HTTP POST requests, which encode the parameters in MIME [11] syntax
(in this case, no XML is being used).
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For the output side, the question of whether HTML or XML should be generated is
a question which decides whether the service can be integrated as a Web page, or as an
application. Only if the results are provided in XML, the integration into other services
is possible. In many cases, it could be a good idea to implement both output formats.
Theoretically, a service could always produce XML and associate a stylesheet with it [8] and
then let the service user decide whether to apply this stylesheet or not, but since not all
browsers handle this correctly, this is not a realistic solution. Instead, the required output
format could be one of the service’s parameter, and this parameter would then simply decide
whether the XML → HTML transformation is applied or not.

The choice of whether a service’s XML or HTML output is used then is at the discretion
of the service’s user. This decision is similar to the basic choice in hypermedia between
transclusion and hyperlinking. While transclusion presents the original data in a new context,
hyperlinking refers to the original data and the data is always presented in its original context.
In case of mashups, the choices are as follows:

• Reusing Information from another Service: In this case, the new service reuses the XML
received from another service. This can be done on the server side of the new service or
even on the client side (if AJAX or a similar approach is used), which makes it possible
to seamlessly integrate the information from multiple services.

• Redirection to another Service: If a service only provides HTML output, the seamless
integration is harder. In the simplest case, a link is created which then takes users to
the results generated by the other service. More subtle techniques are HTML FRAME
or IFRAME approaches, but these are often rather unflexible and hard to be designed as
being reusable in a generic way.

Using these guidelines, it is possible to design a service with the maximum amount of
openness, extensibility, and flexibility. For example, by always designing a service to produce
XML, and adding HTML only as a optional last step of the output pipeline, it is much easier
to concentrate on producing the result, and it is also much easier to concentrate on simply
changing the formatting of the result, or to add an alternative formatting of the result.

When designing services, sometimes it is simple a question of combining existing tech-
nologies in unusual ways. For example, content syndication technologies such as RSS [28]
or Atom [17] most often are used to distribute HTML content. However, they could also
be used to distribute XML content, thus moving from the presentation-oriented syndication
applications of today to content-oriented syndication.

4.3 Organizational Issues

The technical and design issues discussed in Sections 4.1 and 4.2 provide a way to encourage
the implementation of services which can be reused, but the question remains how to define,
distribute, and enforce these guidelines inside an organization where people have the liberty
(and the right) to ignore them.

The most important aspect is that building components which can be reused in mashups
is not about instant gratification, but about participating in a community where every par-
ticipant contributes, and all participants benefit. Thus, community-building is essential, and
this can be done through bringing together the participants in a way which supports their
activities.
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Unfortunately, there is no formal framework for how this could be done, nor is there a
technology which is ideally suited to accomplish this. There are, however, approaches which
solve at least part of this problem. For example, for Web Services the UDDI [9] registry can
be used as a directory for collecting information about available services. However, UDDI is
geared towards WSDL/SOAP-based Web Services, which can be limiting in an environment
where the majority of services is using different technologies. Another possibility is to use
Namespace descriptions [25] of the schemas used by services, and to use these namespace
descriptions as a starting point for compiling a directory of namespaces, schemas, and services.

Regardless of which technology and strategy is being used, it is important that the orga-
nization actively promotes and assists the development of individual services and the services
landscape. If this is not done, it is very likely that fragmentation occurs within the orga-
nization, and that individuals or groups within the organization develop services without
regarding themselves as part of an evolving services landscape.

On the global level, this trend towards communities of users being interested in mashups
can already be observed, for example with Google’s Google Maps service, which is designed
to be used as a component in Web-based applications. By providing an easy-to-use interface
which can be used by Web developers in a minimum of time, a new way of integrating
geographical information with localized services (which sometimes is extracted from external
services as well and then combined in a mashup with the maps) has been made possible.

5 Case Study

As a case study of the issues discussed so far, the Shared References (ShaRef) [24] project
is discussed. It is a project with the goal of building a service for managing bibliographic
data in a collaborative research environment. The initial idea was to replace the individual
EndNote and BibTEX files of many researchers which a collaborative service which would
make it easy to share this information with others. As an added benefit of these sharing
capabilities, they should be extended with publishing features to make this data available to
other applications, too, for example the Web content management system which should be
able to include publication data directly with a research group’s Web page.

5.1 Data Model and Format

One of the most important goals of the project was to create a tool which could be easily
understood and used by researchers to support them in their routine tasks. Thus, we decided
to define a data model which is simple and reuses many of the concepts researchers already
know from using EndNote or BibTEX. The data model is geared towards end-users, which
means that from the librarians point of view, it lacks some features which would be considered
essential.

Apart from the data model for individual bibliographic references, it also is possible to
create associations between references, and to assign keywords. The semantics of these as-
sociations and keywords, however, are not defined by the data model, they can be typed
by users and any semantics then can be assigned to them. This way, the data model can
represent network-like structures layered on top of a set of references, and when importing
references from a source providing this kind of association information, it can be mapped to
the respective facets of the data model.

March 2006 10 of 16



TIK Report 245 Knowledge Organization Mashups

The data model and data format have been based on XML, because the whole system
has been built in an XML-centric manner. This way, there was no non-XML data model
which had to be mapped to an XML Schema. Instead, the data model is defined by the
XML Schema and additional annotations about semantics and constraints which cannot be
expressed in XML Schema.

5.2 Interfaces

The interfaces have been designed in a way which should make it easy to integrate the system
into an existing landscape of systems and services. The XML format is the foundation for
import and export features, which thus enable the lossless round-tripping of data. Additional
bibliography formats are supported as import and export formats, which make it easy to
migrate from and to other applications.

With the exception of BibTEX import, which requires a specialized parser because of
the idiosyncratic syntax, all import and export filters are implemented in XSLT 2.0, and all
options which can be set for import or export are described declaratively in XML files. Because
of this design, new import and export formats can be easily integrated into the system, as
the user interfaces are generated from option descriptions and the filters are executed using
the XSLT processor.

Apart from filters for import and export from and to other systems, there also is an HTML
export filter which enables users to directly generate a browsable version of the bibliography
they want to publish on the Web. Particular attention has been paid to the presentation
of bibliographies as hypertext [26]. This not only means that the bibliography is as heavily
intralinked as possible, but also that — whenever possible — links are being provided to
outside services and resources such as search engines, DOI resolvers, and OpenURL services,
thus embedding the bibliography information into the service landscape provided by the Web.

Because import and export are implemented as operations in the user interface, they
can only be used interactively. For providing access to the system’s information to other
applications, a publishing feature has been implemented, which uses much of the export
functionality, but provides access to the results through an HTTP Web Service. Users can
create and manage publishing channels through a 3-step process (select bibliography, select
search criteria, select export format and options), and the publishing channel content can
then be retrieved by any application accessing the channel’s URI.

5.3 Integration

Even though the system’s design is based on the ideas presented here, there still needs some
work to be done for integrating a new system into the existing landscape of systems and
services inside the university. The integration with two important existing systems thus
served as a test case for how easily integration tasks could be accomplished:

• Web Content Management System (WCMS): The university supports a central system
for managing Web content, and an increasing number of departments and institutes are
switching over to this system instead of running their own Web server. The general idea
is not to stipulate that everybody must use this system, but to convince potential users
that it is in their own interest to do so. Providing an easy and automated mechanism
to publish publication lists is one piece in this overall picture.
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The WCMS uses an internal format for representing data which is XML-based, and
also can be imported into the system. Thus, ShaRef was extended with an export filter
for the WCMS, which enables ShaRef users to directly produce Web content from their
bibliography. For automatic inclusion of this information, however, the Web Content
Management System would have to use a publishing channel providing this XML, so that
it could automatically use the most recent publication data. Unfortunately, the WCMS
does not support HTTP requests in its code, but this functionality will be added to the
system. This will not only allow the WCMS to integrate ShaRef publishing channels,
it will generally turn the WCMS into a more versatile component of the evolving IT
landscape.

• University Publication Database: Another system which exists already and manages
related data is a university-wide database of publications. This database has been
intended to serve as a source for the yearly research report of the university, and only
contains publications with university members as contributors. These publications often
are part of the authors’ bibliographies anyway, so instead of re-entering this information
through the publication database’s Web interface, it would be easier to transfer the data
from ShaRef to the publication database.

In terms of integration, this requires that users or organizational units first decide
which publication records are relevant, and then initiate the transfer. For a long time,
the publication database did not support any import format and only had a form-based
Web interface. Recently, a BibTEX import feature has been added, so theoretically the
data transfer could be done using BibTEX as the intermediary format. The mid-term
goal is to better support the transfer process by directly supporting the publication
database with a dedicated XML export format, but as long as there is no XML-based
import format and feature, this cannot be implemented.

These examples show that a system designed to serve as a building block in an evolving
knowledge organization landscape can be integrated more easily with existing systems. How-
ever, in many cases some effort on both sides is still required to accomplish the integration,
and this effort is probably hard to avoid. The more important issue is to keep this manual
effort as small as possible, so that integration tasks can be accomplished as easy as possible.

Since ShaRef is entirely XML-based, it is also possible to store XML information inside
ShaRef which is then re-exported when generating XML as export or publishing format. This
way, bibliographic information can be enriched with additional information which is passed
through the application and can be used by other applications down the processing pipeline.
This makes ShaRef a more versatile component inside Knowledge Organization Mashups,
because it simply forwards information which is not part of the built-in data model, rather
than ignoring it.

6 Future Work

We have presented a proposal and outlook for constructing knowledge organization systems in
a new way, following the general idea of mashups being built from independently constructed
components. One of the most important aspects of mashups is that they are built from
easily understandable components, and should present themselves as easily understandable
components. Because of this, we propose to build these components based on standard XML
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technologies rather than more advanced technologies for which tools and know-how are not
very wide-spread. This clearly is a trade-off between the ease-of-use for developers and the
question of how advanced the recommended technologies are.

While the approach presented here is a modest one in terms of advanced underlying
technologies, it may have more practical impact because it helps people to help themselves.
However, some support is required, and future work in this direction should include methods
and tools for tracking and documenting the development of Knowledge Organization Mashups
within an organization, and the question how to distribute this information.

The guidelines about concrete technologies (now recommending XML and mentioning
RDF only as an additional way to represent information) should be updated according to
the development of technologies and tools. However, the acceptance and availability of tools
and competent people for XML-based technologies will be much higher than for Semantic We
technologies for some time to come, and as long as there is a substantial gap between these
two different areas, the simpler and more accepted technologies should be preferred.

7 Conclusions

The current Web trend of mashups, simple components which are built on top of other
simple components, leads to a dynamism of service development which would not be possible
with more complex services or less developer-friendly underlying technologies. We propose
to adapt this approach for the construction of Knowledge Organization Mashups. Rather
than regarding knowledge organization systems and services as standalone applications, they
should be regarded as components in an evolving network of service providers and users. This
has consequences for the way how knowledge organization applications should be designed. In
particular, the data model, format, and interfaces should be designed in a way which facilitates
reuse, and the focus should be on designing components which can be easily understood and
integrated.

The syntax-based approach of XML technologies proposed for the development of these
components is a challenge for component designers to design the syntax as user-friendly as
possible. RDF and other Semantic Web technologies would provide a more semantics-oriented
foundation, but they also constitute a higher barrier-to-entry than standard XML technolo-
gies. As long as average application developers are much more confident and knowledgable
in working with XML technologies and tools, these should be supported as the preferred
foundation for building knowledge organization mashups.

The approach presented here is a light-weight approach in the sense that it trades semantic
expressiveness for ease-of-use and increasing the chances of a dynamic evolution of knowledge
organization systems and services within an IT landscape. In a federated environment, this
approach is more likely to produce an environment in which information and knowledge can
be easily used, shared, and reused and are thus put to their best use.
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